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 "The single, frozen feild of view provides only impoverished information 
about the world. The visual system did not evolve for this."                                     

J. J. Gibson Ecological Approach to Visual Perception



Me



And you?



Format of course

Seminar: everyone will present 1-3 times 
(depending on enrollment)

http://16899.courses.cs.cmu.edu/

Course project: you are free to use your research, but it 
should some have element of video analysis 

[take this opportunity to try something new!]



Goals for the course

Mixture of:

Vision classics
Frontiers of research

Gain experience with:
Presenting a topic in-depth

Research discussions



The goal

“understanding” this video



Some thoughts...

Video analysis has traditionally taken 
a back seat to image analysis

Why?
Storage and processing costs.

If we can’t process images, how can we process frames?



Some thoughts...

Video analysis has traditionally taken 
a back seat to image analysis

Why?
Storage and processing costs.

If we can’t process images, how can we process frames?
Much less of an issue, but still a nuisance

Static image processing has rapidly improved



Video repositories...

 

Image Stacks 
Michael F. Cohen      Alex Colburn      Steven Drucker 

Microsoft Research Technical Report   
MSR-TR-2003-40 

 

Abstract 

We present a simple but powerful Image Stack process for 
creating an enhanced image from a stack of registered images.  
This paradigm combines pixels using multi-image operations 
on a set of images of the same subject matter. We demonstrate 
how Image Stacks can help create group photographs, enhance 
high dynamic range images, combine images captured under 
different lighting conditions, remove unwanted objects from 
images, and combine images captured at different times and 
with different focal lengths.  

1 Introduction 

Taking group photographs can be frustrating because capturing 
a single image in which everyone is smiling and has their eyes 
open is nearly impossible (e.g., the top 4 pictures in Figure 1).  
Most photographers take a series of photographs hoping to 
capture at least one satisfactory image of the group.  However, 
this approach may never yield such an image.  On the other 
hand, within the series of images, it is likely that at least one 
good image of each individual within the group will be 
captured.  A group photograph could be created by combining 
the best portions of each individual image into a single 
composite image such as the result at the bottom of Figure 1.  
This is only the simplest idea for ways to combine images. 
 
This paper presents an Image Stack process for easily 
combining individual images into an enhanced composite 
image.  An image stack is a set of identically sized registered 
images that may originate from any stationary still or video 
camera.  If a stationary camera was not used to capture a set of 
images, the images may be registered by manually aligning 
them or using an automated registration procedure [1].  Image 
Stacks also provides filters that may be applied to the 3D image 
stack to create new 2D intermediate images.  A user then 
selects at least one source image, either one of the original 
images or an intermediate image, from which pixel values may 
be composited (or painted) to a new resultant image.  The user 
may successively select as many source images as desired to 
create the final composite image.   
 
In addition to improving group photographs, Image Stacks  
may be used for a variety of applications such as enhancing 
high dynamic range images, combining images captured under 
different lighting conditions, removing objects from images, 
and combining images captured at multiple points in time or 
with different focal lengths. 
 
Some of the individual techniques and ideas used within Image 
Stacks have been seen before in different settings. However, to 
date no one has combined all of the methods under a simple 
user interface for combining multiple images.  For example, the 
rubber stamp tool in Photoshop or clone brush in PaintShop 
Pro foreshadow the uses of brushes to move “paint” from one 
image to another.  Massey and Bender’s work in Salient Stills 
[6] introduced the idea of using multiple images in creative 
ways. However, they do not discuss the breadth of techniques 

we describe or provide a simple UI to bring them together.  
Lastly, some of the techniques implemented within Image 
Stacks were borrowed from works concerning high dynamic 
range images [3], matting techniques [2], and basic image 
processing methods.  
 

 

Figure 1: A camera mounted on a tripod was used to 
capture a series of still images of a family.  Four of these 
still images are shown above. The bottom image was 
created by selecting sections of the original images and 
painting those sections into a new composite image.  This 
composite image was created in about four minutes while 
the family looked over the author’s shoulder. 

2 Image Stacks 
Figure 2 gives a flow diagram of the Image Stack process.  A 
user applies filters to the image stack to create new images 
referred to as intermediate images.  A user can then select one 
of the original images or an intermediate image to serve as a 
source image from which pixels may be composited or painted 
into a new resultant image.  A painting paradigm is used to 
select which pixels from the source image are added and how 
these pixels are painted into the resultant image.   

8 years worth of video is uploaded to YouTube... each day

A YouTube-size repository (# of vids) is uploaded to social media sites (Vine, Instagram).. every 3 months



Activity recognition with weak image-based 
features



Recognition without almost no 
image-based features

(in that a static image in uninterpretable)



Today’s world of deep learningObject%detection%renaissance%
(2013'present)
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Biological motivation
Hubel and Weisel’s iconic experiments on simple vs complex “pooling”cells

“Clicks” are action potentials generated by instrumented cortical neuron

Complex cells are tuned to movement



Deep video features

Long-term Temporal Convolutions 13

Method UCF101 HMDB51

[5] IDT+FV 85.9 57.2
Hand- [29] IDT+HSV 87.9 61.1
crafted [30] IDT+MIFS 89.1 65.1

[31] IDT+SFV - 66.8
[12] Slow fusion (from scratch) 41.3 -
[13] C3D (from scratch) 441 -
[12] Slow fusion 65.4 -

CNN [6] Spatial stream 73.0 40.5
(RGB) [13] C3D (1 net) 82.3 -

LTC

RGB

82.4 -
[13] C3D (3 nets) 85.2 -

CNN [6] Temporal str. 83.72 54.62

(Flow) LTC

Flow

85.2 59.0

[6] Two-stream (avg. fusion) 86.9 58.0
[6] Two-stream (SVM fusion) 88.0 59.4
[32] Convolutional pooling 88.2 -
[32] LSTM 88.6 -

Fusion [22] TDD 90.3 63.2
[13] C3D+IDT 90.4 -
[22] TDD+IDT 91.5 65.9
[33] Transformations 92.4 62.0

LTC

Flow+RGB

91.7 64.8

LTC

Flow+RGB

+IDT 92.7 67.2

Table 4. Comparison with the state-of-the-art on UCF101 and HMDB51 (mean accu-
racy across 3 splits). LTC

Flow

on UCF101 is able to get 85.2%, which is above any deep
approaches trained from scratch. When combined with RGB and IDT, it outperforms
all the baselines on both datasets. 1This number is read from the plot in figure 2 [13]
and is clip-based, therefore not directly comparable. 2These results are obtained with
multi-task learning on both datasets.

4.3 Comparison with the state of the art

In Table 4, we compare to the state-of-the-art on HMDB51 and UCF101 datasets.
Note that the numbers do not directly match with previous tables and figures,
which are reported only on first splits. Di↵erent methods are grouped together
according to being hand-crafted, using only RGB input to CNNs, using only
optical flow input to CNNs and combining any of these. Trajectory features
perform already well, especially with higher-order encodings. CNNs on RGB
perform very poor if trained from scratch, but strongly benefits from static im-
age pre-training such as ImageNet. Recently [13] trained space-time filters from
a large collection of videos; however, their method is not end-to-end, given that
one has to train a SVM on top of the CNN features. Although we fine-tune
LTC

RGB

based on a network learned with a short temporal span and that we
reduce the spatial resolution, we are able to improve by 2.2% on UCF101 (80.2%
versus 82.4%) with extending the pre-trained network to 100 frames.

2 Varol, Laptev, Schmid

100f 20f 20f 20f
20f 20f

(a) (b) (c) (d)

Fig. 1. Video patches for two classes of swimming actions. (a),(c): Actions often con-
tain characteristic, class-specific space-time patterns that last for several seconds.
(b),(d): Splitting videos into short temporal intervals is likely to destroy such pat-
terns making recognition more di�cult. Our neural network with Long-term Temporal
Convolutions (LTC) learns video representations over extended periods of time.

recognition tasks such as object, scene and face recognition [9, 10, 11]. Exten-
sions of CNNs to action recognition in video have been proposed in several
recent works [6, 12, 13]. Such methods, however, currently show only moderate
improvements over earlier methods using hand-crafted video features [5].

Current CNN methods for action recognition often extend CNN architectures
for static images [7] and learn action representations for short video intervals
ranging from 1 to 16 frames [6,12,13]. Yet, typical human actions such as hand-
shaking and drinking, as well as cycles of repetitive actions such as walking
and swimming often last several seconds and span tens or hundreds of video
frames. As illustrated in Figure 1(a),(c), actions often contain characteristic
patterns with specific spatial as well as long-term temporal structure. Breaking
this structure into short clips (see Figure 1(b),(d)) and aggregating video-level
information by the simple average of clip scores [6, 13] or more sophisticated
schemes such as as LSTMs [14] is likely to be suboptimal.

In this work, we investigate the learning of long-term video representations.
We consider space-time convolutional neural networks [13, 15, 16] and study ar-
chitectures with Long-term Temporal Convolutions (LTC), see Figure 2. To keep
the complexity of networks tractable, we increase the temporal extent of repre-
sentations by the cost of decreased spatial resolution. We also study the impact of
di↵erent low-level representations, such as raw values of video pixels and optical
flow vector fields. Our experiments confirm the advantage of motion-based rep-
resentations and highlight the importance of good quality motion estimation for
learning e�cient representations for human action recognition. We report state-
of-the-art performance on two recent and challenging human action benchmarks
UCF101 and HMDB51.

The contributions of this work are are twofold. We demonstrate (i) the advan-
tages of long-term temporal convolutions and (ii) the importance of high-quality
optical flow estimation for learning accurate video representations for human
action recognition. In the remaining part of the paper we discuss related work
in Section 2, describe space-time CNN architectures in Section 3 and present



40%

35% 34%

Movies TV

YouTube

How many person-pixels are in a video?

Why focus on people?



Visual front-end seems to work!

“Convolutional Pose Machines” CMU



Battle-plan for solving vision

Representations: How do we represent visual phenomena 
(objects/scenes/actions)?

Inference: How to compute with a given representation?

Learning: How do we learn representations from data?

Applications: How we ensure that we build useful pieces 
                   along the way?



Battle-plan for solving vision

Representations: How do we represent visual phenomena 
(objects/scenes/actions)?

Inference: How to compute with a given representation?

Learning: How do we learn representations from data?

Applications: How we ensure that we build useful pieces 
                   along the way?

• Videos can help use address these tasks
• Deep learning appears to blur line between representations & inference



Learning structured models of 
objects from videos

Model objects as collection of “part,” where parts are 
groups of pixels that move coherently



Find animals in other images

Can learn models for object detection from video

Minimum Entropy Edges

Minimum Distance Edges

Minimum Entropy Edges

Minimum Distance Edges

Minimum Entropy Edges

Minimum Distance Edges

giraffe structure

tiger structure

zebra structure



Semi-supervised learning from video

More realistic datasets to learn/evaluate face models

Learn about 3D facial structure

Variation due to pose, age, weight gain, hairstyles,...

Rich data source: 
Spans 10s of years

Variation due to pose, age, weight gain, hairstyles,...



Global “scene” analysis

Requires understanding at both high-level (actions/
itentions/goals) and low-level (pose tracking, optical flow) 



Applications: assistive technology

Kinect camera hacked to help blind users nagivate 



Applications: personal video logging



Outline

• Motivation

• Why is it hard?

• Open questions

• Logistics



T
X

Y

Spacetime (XYT) 
template

Grab-Cup Event

One approach
Generalize ‘object detection’ techniques to spacetime volumes



Spacetime correlation

Shechtman & Irani, CVPR05



Doesn’t seem likely to scale for higher-level activities

Sit

Run

Catch
Walk

Stand TripScalable object and action recognition for automated image understanding 
 

 

Use or disclosure of data contained on this sheet is subject to the restriction on the title page of this proposal white paper. 4 

of part templates across various poses against multiple regions of the image is by far the largest 
computational bottleneck in the matching pipeline.  We propose to develop methods in which the 
space of templates across a variety of part-based relational models can be represented by a 
collection of a few carefully trained basis templates.  We demonstrated the feasibility of this 
approach by developing steerable part-models [5].  We will adapt and apply this approach to 
objects, activities and poses that are of relevance to ONR. See Figure 5 for an illustration.   
3. Variable-duration action detection by tracking pictorial structures 

We propose to develop spatiotemporal part representations that combine DPM/FMP 
representations with object tracking and reference pose markers to recognize activities that are 
independent to action duration.  We will leverage SRI’s capabilities in real-time video-based 
object tracking and spatiotemporal feature representations to efficiently track parts of a person 
over the duration of the video. A cartoon illustration of a person drinking from a bottle is shown 
in Figure 6.    
In the proposed approach, we will 
capture kinematic constraints 
between parts on the person’s 
body in a single frame. In the 
figure, this is shown by the white 
skeleton connecting the head to 
parts on the left arm (green), right 
arm (red) and the torso (dark 
blue). We will then track the 
detected object between 
successive frames. Within the 
tracked region, object-parts are 
extracted to minimize drift. Dynamic constraints are captured across consecutive frames for each 
part.  We will also use connectivity between parts on the person and the interacting object, since 
our experience from [3] indicates that it improves object detection performance. 

We will encode part-specific trajectories and the object track as features that capture salient 
temporal motion and use them to classify component parts of an activity.  We propose to achieve 
invariance to duration by building a representation that combines these spatiotemporal activity 
parts with reference pose markers (detected using [2]) that are indicative of the overall activity.  
5.  Recent Relevant Technical Breakthroughs  
Our proposed effort will build upon several recent technical breakthroughs in object and action 
recognition, and pose estimation.  These include pioneering work on modeling objects as a 
collection of deformable parts and a latent SVM framework to train object appearances and 
deformations [1]; state-of-the-art frameworks that extend [1] for pose estimation and person-
object composite detections [2], [3]; approaches to model a large number of views and shapes of 
cars using a small number of view-based templates [4]; and significant algorithm speed-ups [5]     
[1]: "Object Detection with Discriminatively Trained Part-Based Models". PAMI 2008 
[2]: “Articulated Human Detection with Flexible Mixtures of Parts”. CVPR 2009 
[3]: “Detecting Actions, Poses, and Objects with Relational Phraselets”.  ECCV 2012 
[4]: "Analyzing 3D Objects in Cluttered Images". NIPS 2012 
[5]: “Steerable Part Models”. CVPR 2012 
[6]: “ Poselets: Body Part Detectors Trained Using 3D Human Pose Annotations”. ICCV 2009 
6.  Funding plan showing requested funding per fiscal year 

Year 1 Year 2 Year 3 
$250,000 $250,000 $250,000 

 
Figure 6: Illustration of parts detection on a person and parts 

tracking across video frames for a person drinking from a bottle 



But what’s the desired output here?



Long-tail distributions

Challenge: actions seem to follow an extremely heavy tail distribution
Complicates dataset collection and annotation



Open questions
Can we do better than hand-engineered temporal features?

Image features - 
histograms of gradients 

•Our implementation of DalalTriggs HOG features

Histogram of Gradient (HOG) Features

• Image is partitioned into 8x8 pixel blocks

• In each block we compute a histogram of gradient orientations

- Invariant to changes in lighting, small deformations, etc.

• We compute features at different resolutions (pyramid)
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Image features - 
histograms of gradients 

•Our implementation of DalalTriggs HOG features

Histogram of Gradient (HOG) Features

• Image is partitioned into 8x8 pixel blocks

• In each block we compute a histogram of gradient orientations

- Invariant to changes in lighting, small deformations, etc.

• We compute features at different resolutions (pyramid)

Histogram of Gradient (HOG) Features

• Image is partitioned into 8x8 pixel blocks

• In each block we compute a histogram of gradient orientations

- Invariant to changes in lighting, small deformations, etc.

• We compute features at different resolutions (pyramid)

This would clearly have significant impact



Open questions
Recognizing objects in videos: can we do better than 

processing each image independently?



Open questions
What are representations that capture temporal relations?

Goal: Produce output such as  
“woman may have left item in building”

Markov models, grammars, temporal interval logics, etc.

Sit

Run

Catch
Walk

Stand Trip



Seeing as an action
Perceptual inference as a decision-making process

Integrate deep models with attentional cascades (or policies)?



Functional view of recognition

"If you know what can be done with a graspable detached object, 
what it can be used for, you can call it whatever you please"                                          

 

J. J. Gibson
The Ecological Approach to Visual Perception



Active vision

Vision Robotics

Real-time active perception is finally within reach!



Structure of papers
Low-level (xyt features)

Mid-level (tracking / pose / detection)

High-level (actions / activities)

Topics we’ll address along the way:

Latest & greatest in the deep world
Reinforcement learning

Prediction
Datasets



Project

• Would like it to be more than just research 
“as usual”

• Take the opportunity to explore something 
new

• I will assume you have resources (hardware, 
machines, etc.) but let me know if not



Homework

• Start thinking about papers and projects 
(initial list will be up by end of day)

• I’ve already reached out to folks for some 
suggestions (thanks! - happy to include more)

http://16899.courses.cs.cmu.edu/lec.html



Presentations/
audience participation

• I think communication is a hugely 
undervalued skill for researchers

Tips for Giving Clear Talks
Kayvon Fatahalian 
Sept 2015

Disclaimer: This talk uses example slides pulled from actual research talks presented at conferences such as SIGGRAPH 
and HPG.  There are cases where I use slides as negative examples for the purposes of instruction.  I hope that no offense 
will be taken by the authors (see tip 13). 

Credit: I’ve received many suggestions on clear thinking and speaking from many individuals (Pat Hanrahan and Kurt 
Akeley to name a few)     

https://www.cs.cmu.edu/~kayvonf/misc/cleartalktips.pdf

I’ll also require folks to begin presentation days with a one-sentence 
description of what they liked about the presented paper (suggestion from LP)

https://www.cs.cmu.edu/~kayvonf/misc/cleartalktips.pdf

